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Abstract

This paper proposes both discriminative and generative model architectures
that are designed to be parameter efficient, whilst requiring few optimisa-
tion steps to train. In particular, both architectures employ both depth-
wise separable convolutions and transformer (encoder) layers as a means of
maintaining expressivity at a lower computational cost. Convergence of the
discriminator is expedited using a cyclical learning rate, whilst the conver-
gence of the generator is optimised with a non-linear schedule. Experiments
are performed on the CIFAR-100 dataset.

1 The Discriminative Model

1.1 The Discriminative Modelling Problem

Discriminative modeling focuses on learning the conditional probability P (Y |X), where Y
represents the target labels, and X represents the input features. If d(x) = P (Y |X = x), the
task of our deep neural network f(x; θ) is to learn parameters θ such that f(x; θ) = d(x).
In the following section we attempt to define an f(x; θ) that attempts to learn this true
distribution, but with the additional constraints that |θ| < 100, 000 and where we use no
more than 10,000 gradient update steps to train this model.

1.2 Methodology

1.2.1 Model Architecture

Figure 1: Discriminator Architecture

We employ depthwise separable convolu-
tions [41] as a parameter-efficient means of
extracting and refining low-level features.
Subsequently, these features undergo fur-
ther processing through a series of trans-
former encoder layers, whose weights are
tied [42, 21, 7]. Finally, classification logits
are obtained through a pair of linear trans-
formations.

Each convolutional layer is succeeded by a
batch normalisation layer [17] and a sigmoid
linear unit activation function [10, 26]. We
use 2x2 max pooling to reduce spatial di-
mensions after the first two layers.

The Transformer layers deviate slightly
from the original formulation toward a
more modern one [40] that replaces the
Layer Normalisation [1] with Root Mean
Square Layer Normalisation [44], removes
the Dropout layers [38], and uses a Gated
Sigmoid Linear Unit activation function [6],
in the manner proposed in [32].

See Figure 1 for more details.
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1.2.2 Discussion

Existing architectures optimised for parameter efficiency exist [14, 15, 13], and could feasibly
be directly scaled down to meet our specific requirements. In the spirit of exploration, we
opt for a subtly different approach.

In line with the MobileNet family of models [13, 14, 31], we select depthwise separable
convolutions over standard convolutions for low-level feature processing since, by effectively
factorising the convolution operation, they require fewer parameters to perform an operation
of “comparable quality” to that of a standard convolution.

We choose to refine these features further using four shared-weight transformer encoder
layers. Transformers, like convolutions, decouple spatial and feature processing. The achieve
this by convolving an MLP with the features from each spatial position independently. In our
case this allows for a 64x decrease in the number of parameters required, in comparison with
a standard MLP. This is in addition to their primary feature, the esteemed self-attention
mechanism which introduces dynamic, global, communication that enhances expressivity.
Weight sharing increases expressivity further, without increasing parameter count.

The imposed parameter and optimisation step constraints resulted in (relatively) short train-
ing times, which enabled us to efficiently iterate using the scientific method. We tested nu-
merous architecture variants such as, what transformer variant to use (LLAMA vs GPT2),
which activation function (GeLU vs ReLU vs SiLU), how many transformer layers (0-6),
whether to use shared weights, what type of positional encoding (Fourier vs learned), and
which spatial reduction technique to use (max pool vs 4,2,1).

In the final network we employ various forms of regularisation beyond the normalisation
layers discussed previously. Concretely, we use L2 regularisation, label smoothing, gradient
clipping, and data augmentation with RandAugment [5]. We trained the network using
ADAMW [18, 22] with a OneCycleLR learning rate scheduler [34], to speed up convergence.
We performed a learning rate range test [33] to find optimal values for this scheduler. We
trained with a batch size of 1024, primarily as a proxy for increasing the number of training
epochs. The optimal hyperparameter values can be found in the provided implementation.

1.3 Results

Figure 2: Train & Validation Accuracy

The network has 99, 546 parameters.

The accuracy on the training set was 65.1%
and the accuracy on the validation set
was 62.0% (train loss: 1.931, val loss:
1.419, train acc: 0.651±0.014, val acc:
0.620±0.011).

1.4 Limitations

The model has high bias and low variance.
The validation accuracy is poor. The vali-
dation accuracy is also quite volatile, as we
can see from the training graph in Figure 2.

We observed a bias-variance trade-off, as in
classical statistics, when trying to regularise
the model. Dramatic overparameterisation
and much longer training times would allow us to pass the interpolation threshold and
leverage the deep double descent phenomenon [23] to obtain both low bias and low variance.
We could then smooth the training graph by using a lower learning rate.

Finally, these results say little about the real-world performance of our models, due to the
probable overfitting of our hyperparameters on the validation set, and the absence of a test
set. Reserving a portion of the training set as a separate test sample is not suitable, as these
samples would not represent out-of-distribution data relative to the training distribution.
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2 The Generative Model

2.1 Strategy

Among the various classes of deep generative model [27, 9, 25, 27, 8], Generative Adversarial
Networks (GANs) and Denoising Diffusion Probabilistic Models (DDPMs) [11, 36] have
recently dominated in producing high-quality samples [16]. The primary limitation of GANs
is their tendency to mode collapse. In contrast, DDPMs, a subset of Energy Based Models,
generate more diverse outputs but require longer to train and sample from.

Torn between a affinity toward to the elegance of DDPMs, and an objective assessment that
GANs would perform better under our particular constraints (<1M parameters & ≤ 50, 000
optimization steps), we decided to experiment with both.

Our conditional GAN used depthwise separable convolutions with a classic DCGAN design,
and was enhanced with techniques like spectral normalisation and label smoothing. Ulti-
mately however, with extensive tuning, our DDPM was able to achieve a comparable FID
score to our GAN and is therefore the model that is officially presented below.

2.2 Methodology

We omit a routine recap of the denoising diffusion process for the sake of brevity. Our
particular DDPM is a continuous-time model [2, 36, 20, 37], where we use a variance pre-
serving forward process that is parameterised by the log signal-to-noise ratio (log-SNR):

λt = log(
α2

t

σ2
t
), where αt and σt are specified by a particular noise schedule. A noise schedule

is a monotonically decreasing invertible function that maps the time variable t ∈ [0, 1] to
the corresponding log-SNR λt. In particular we use a cosine schedule, inspired its discrete
counterpart from [24]. We sample uniformly distributed timesteps t using a low discrepancy
quasi-random sequence engine (Sobol engine).

We train with a velocity objective [30], a reparameterisation of the standard ϵ-prediction
objective [11], as shown in (3):

Let v and xnoised be:

v ≡ αtϵ− σtx (1)

xnoised ≡ αtx+ σtϵ (2)

where ϵ ∼ N (0, I) is the noise term (we do not learn covariances), and x is the real data.

Given the model’s prediction of the velocity v̂ = vθ(xnoised, λt, c), we define the loss as:

Lθ = E
[
∥v − v̂∥22

]
= E

[
(eλ + 1)∥x− x̂∥22

]
= E

[
(eλ − 1)∥ϵ− ϵ̂∥22

]
(3)

We employ classifier-free guidance [12] to control the trade-off between the sample fidelity
and mode coverage of our model post training. In particular, given a dataset of observations
x drawn from q(x), we train an unconditional generative model with the task of estimating
the marginal probability p(x), as well as a conditional model that learns to estimate the
conditional densities p(x|c), given class labels c. Both models are parameterised by the same
network. At sampling time, we are then able to control this fidelity-coverage balance by
linearly interpolating away from the unconditional velocity estimate, toward the conditional
one, using a weighting factor w, as in (4). In our implementation we have w = 3, which was
determined experimentally.

ṽθ(xnoised, λt, c) = (1 + w)vθ(xnoised, λt, c)− wvθ(xnoised, λt,∅) (4)

vθ is a modernised conditional U-Net [28] augmented with self-attention [42]. We replace the
majority of the standard convolutional layers with depthwise separable convolutions. We
inject timestep embeddings (sinusoidal) and class embeddings (learned) via an addition at
two points in the network. We smooth the trajectory of the model updates using the popular
Exponential Moving Average method as in [11, 24]. We omit an architecture diagram since
the architecture is relatively standard and since the implementation code is provided.
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2.3 Discussion

The code for our model was adapted from an implementation by Katherine Crowson [3].
We refactored and extended this code to suit our purposes. Specifically, we replaced the
provided network architecture with our own design, added classifier-free guidance, two non-
linear schedules, dynamic clipping in the x-space during sampling [29], and a function to
perform spherical latent interpolations [39].

Our initial implementation of vθ generated samples containing regular wave-like artefacts.
We hypothesised that the depthwise separable convolutions, due to their nature of processing
input channels separately before combining them, meant that the network was unable to
properly assimilate the timestep and class embeddings into the overall representation. We
resolved this by replacing the depthwise separable convolutions after each timestep injection,
with regular convolutions.

[20] showed that the Evidence Lower Bound Objective (ELBO) is invariant to the choice
of noise schedule (except for it’s endpoints). However, [19] showed that the choice of noise
schedule does directly influence the variance of Monte Carlo estimator for the loss that is used
during training. Consequently they showed that lowering the variance of this loss estimator
often significantly speeds up optimisation. It is for this reason that we sample timesteps
using a Sobol engine during training, and implemented two additional noise schedules to
experiment with. In particular, we implemented a cosine schedule and a spliced cosine-linear
hybrid [4], alongside the linear schedule already provided.

We use DDPM-style stochastic sampling to generate our primary samples but use DDIM [35]
style deterministic sampling to generate our interpolations. This is because the stochastic
generative process of DDPMs causes the generations to stray unpredictably from the initial
noise, which is of course not the case for deterministic sampling. In our implementation we
spherically interpolate between pairs of both latents and class embeddings.

2.4 Results

Our 982,371 parameter model, trained for 50,000 steps, achieves an FID of 31.1.

Figure 3: Random samples (left), latent interpolations (middle), nearest neighbours (right).

2.5 Limitations

Despite reasonable shapes and textures, most images lack realistic details. Certain batches
contain similar samples which indicates slight mode collapse. Our interpolation technique,
being derived from first principles, is rudimentary. A more sophisticated technique like
perceptually uniform sampling [43], or interpolation at every noise level, would likely produce
more realistic midpoints. Finally, analysis of the nearest neighbors of our samples reveals
that the model is quite heavily mimicking the training set.
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